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Abstract: The author proposes to use weighted likelihood to approximate Bayesian inference when no external or prior information is available. He proposes a weighted likelihood estimator that minimizes the empirical Bayes risk under relative entropy loss. He discusses connections among the weighted likelihood, empirical Bayes and James–Stein estimators. Both simulated and real data sets are used for illustration purposes.

1. INTRODUCTION

Many statistical applications involve multiple parameters and data sets that can be regarded as related or connected by the structure of the problem. For instance, data sets may be time series of ozone levels or they may be daily hospital admissions of different geographical sectors within the same region. The inferential interest, however, might focus on one parameter at a time. For example, one might want to examine the mean ozone level of a given year or the average weekly hospital admissions of a particular hospital. If the sample size is relatively large, then the classical likelihood approach would give reasonable results. When the sample size is small, however, the classical likelihood approach could face some serious challenges.

We first consider a motivating example. Suppose that a coin is tossed twice. Let \( \theta_1 = P(\text{Head}) \) for this coin and \( \hat{\theta}_1 \) denote the maximum likelihood estimator (MLE) of \( \theta_1 \). If the coin is indeed a fair one, it then follows that \( P(\hat{\theta}_1 = 0 \text{ or } 1) = 1/2 \) and \( P(\hat{\theta}_1 = 1/2) = 1/2 \).

Thus the chance for the classical MLE to make a nonsensical decision about a fair coin is 50% if the sample size is 2. We suppose that the first coin is no longer available but one is allowed to flip a different coin twice. Let \( \hat{\theta}_2 \) denote the MLE of the second parameter \( \theta_2 \). The classical likelihood approach will ignore the second experiment since it comes from a different population. One interesting question would be whether one can still use the second experiment to derive a better estimate for \( \theta_1 \) than the classical MLE. One might consider a convex combination of \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \): \( \tilde{\theta}_1 = \lambda_1 \hat{\theta}_1 + \lambda_2 \hat{\theta}_2 \), where \( \lambda_1 \) and \( \lambda_2 \) are weights. The weight associated with the second experiment \( \lambda_2 \) should be chosen to reflect the degree of similarity between the two coins. For simplicity, we set each of the two weights to be 1/2. We denote the corresponding estimator by \( \tilde{\theta}_1^e \). Although \( \tilde{\theta}_1^e \) might not be the best choice of a convex combination, we examine the new estimator in order to demonstrate the advantage of combining information from different experiments. This new estimator has a much smaller mean squared error (MSE) than that of the MLE if the two parameters are close to each other. Suppose that for definiteness \( \theta_1 = 0.5 \) and \( \theta_2 = 0.6 \). It then follows that the probability for the new estimator \( \tilde{\theta}_1^e \) to make a nonsensical decision is 0.13, which is much smaller than that of the MLE. We also have that...
MSE(\hat{\theta}_1)/MSE(\hat{\theta}_1) \approx 0.5 \text{ if } \theta_1 = 0.5 \text{ and } \theta_2 = 0.6. \text{ Although this new estimator is slightly biased, it achieves a significantly smaller MSE when compared with the MLE. In fact, it can be verified that MSE(\hat{\theta}_1)/MSE(\hat{\theta}_1) < 0.75 \text{ if } \theta_1, \theta_2 \in [0.35, 0.65].} \text{ However, a complete pooling of different data sets might not always be desirable. In the motivating example, simply merging the two data sets in the likelihood inference is definitely not a sensible strategy if the second coin is entirely different from the first one. In fact, if } \theta_1 = 0.1 \text{ and } \theta_2 = 0.9, \text{ it then follows that MSE(\hat{\theta}_1)/MSE(\hat{\theta}_1) = 1.138. Furthermore, the new estimator } \hat{\theta}_1 \text{ is grossly biased in this case. Therefore all related data sets should be evaluated to determine their relevance to the inference of the target parameter.}

Cox (1981) gave an overview of some methods for the combination of data sets such as weighted means and pooling in the presence of over-dispersion. The report Combining Information by the U.S. National Research Council (1992) offered a survey on more recent techniques of combining information. Among all the methods for combining data sets, the Bayesian method is the most attractive and effective one. It is natural to model a problem involving several independent data sets hierarchically, with observable outcomes modelled conditionally on certain parameters. A hierarchical Bayesian framework nicely separates the information for the parameter of interest from that of other related experiments through the likelihood. Uncertainties associated with the parameters are expressed through the prior distribution of parameters. If the inferential interest is on one individual parameter, say \theta_1, then the posterior distribution is based on all data sets and the prior distribution. With the availability of Monte Carlo Markov Chain (MCMC) sampling, the hierarchical Bayes framework can be applied in very complex modelling scenarios such as spatial models; see Gelman, Carlin, Stein & Rubin (2003) and Gustafson, Hossain & McCandless (2005).

The hierarchical Bayes method could be very computationally intensive due to the employment of MCMC sampling. Wang, van Eeden & Zidek (2004) proposed using weighted likelihood to approximate the full Bayesian inference at the initial stage of a data analysis. Instead of using a prior distribution to connect all the parameters, the weighted likelihood method relies on likelihood weight functions which can be chosen adaptively to determine the degree of combination of related data sets. This method embraces the classical likelihood approach as it uses all available data sets for the inference of the parameter of interest. We show that the weighted likelihood method is also an approximate Bayes method under relative entropy loss. Since the weighted likelihood method does not use any prior information, it is most effective when there is no reliable external or prior information. The major advantage of the proposed method lies in the fact that it is usually much less computationally intensive than using MCMC for a hierarchical Bayesian analysis. For this reason, the weighted likelihood method can still serve as a useful exploratory tool even if prior information is available.

In order to introduce the weighted likelihood to be used in this article, we first review some related weighted likelihood methods and discuss their connections with our weighted likelihood.

1.1. Local likelihood methods.

The local likelihood introduced by Tibshirani & Hastie (1987) extended the idea of local fitting to likelihood-based regression models. Thus local regression may be viewed as a special case of the local likelihood procedure. Staniswalis (1989) defined her version of local likelihood in the context of non-parametric regression as follows:

\[
LL_n(\theta) = \sum_{i=1}^{n} W \left( \frac{x_0 - x_i}{b} \right) \log f(y_i; \theta),
\]

where the \(y_i\) denote realizations of random variables \(Y_i\), the \(x_i\) are fixed and \(b\) is an unknown parameter. The general form of local likelihood was presented by Eguchi & Copas (1998). The
basic idea is to infuse local adaptation into likelihood by considering

\[ L_n(\theta) = \sum_{i=1}^{n} K\left(\frac{y_i - t}{h}\right) \log f(y_i; \theta), \]

where \( K = K\{(x_i - t)/h\} \) is a kernel function with center \( t \) and bandwidth \( h \). The local maximum likelihood estimate \( \hat{\theta}_t \) of a parameter in a statistical model \( f(y; \theta) \) is defined by maximizing the weighted version of the likelihood function which gives a larger weight to a sample point near \( t \). This does not give an unbiased estimating equation as it stands, and so the local likelihood proposed by Eguchi & Copas (1998) introduces a correction factor to ensure consistent estimation. The resulting local maximum likelihood estimator (LMLE), say \( \hat{\theta}_{t,h} \), depends on the controllable variables \( t \) and \( h \) through the kernel function \( K \). Intuitively, it is natural to think that \( \hat{\theta}_{t,h} \) gains more information from the data points around \( t \) in the sample space.

1.2. Relevance weighted likelihood.
Hu (1994) and Hu & Zidek (2001) proposed a very general method for using all relevant sample information. They based their theory on what they called relevance-weighted likelihood (REWL). Let \( f_i \) be the unknown probability density function of the \( Y_i \) which is assumed to be independent of \( Y_j, j \neq i \). The inferential interest is on a different probability density function \( f \). At least in some qualitative sense, we assume that the \( f_i \) are thought to be "similar" to the target density \( f \). Consequently the \( y_i \) are thought to be of some inferential value in our analysis though they are independently drawn from populations different from the target population. The relevance-weighted likelihood is defined as

\[ \text{REWL}(\theta) = \prod_{i=1}^{n} f(y_i; \theta)^{\lambda_i}, \]

where \( \lambda_1, \ldots, \lambda_n \) are likelihood weights.

It can be seen that this method generalizes the core of the local likelihood as the weight functions are no longer restricted to the kernel function. Hu & Rosenberger (2000) investigated two classes of weight functions, namely the exponential and the polynomial type in analyzing adaptive designs when time trends are present. The asymptotic properties of the relevance maximum weighted likelihood estimator, including asymptotic normality and consistency, were established in Hu (1997). Furthermore, Hu, Rosenberger & Zidek (2000) extended the relevance weighted likelihood framework for dependent sequences.

1.3. Weighted likelihood estimating equations.
Markatou, Basu & Lindsay (1997, 1998) proposed a method based on the weighted likelihood equation in the context of robust estimation. Their approach can be described as follows. Suppose that \( (Y_1, \ldots, Y_n) \) is a random sample from the distribution \( f(y; \theta) \). The weighted likelihood equation is defined as

\[ \sum_{i=1}^{n} w(y_i, \hat{F}) \frac{\partial}{\partial \theta} \log f(y_i; \theta) = 0, \]

where \( \hat{F} \) is the empirical cumulative distribution function and \( w(y_i, \hat{F}) \) is a weight function. The weight function \( w(y_i, \hat{F}) \) is selected such that it has a value close to 1 if there is no evidence of model violation at \( y_i \) from the empirical distribution function. The weight function will be very close to 0 or exactly 0 at \( y_i \) if the empirical cumulative distribution function indicates a lack of fit at or near \( y_i \). Thus, the role of the weight function is to down-weight points in the same sample that are inconsistent with the assumed model. In the framework of Markatou, Basu & Lindsay (1998), the parameter estimates are derived as the solution of a set of estimating equations. This formulation allows a different definition of robustness by allowing one to derive all solutions of
the estimating equations and thus identify to what extent the adopted model describes the data. Agostinelli & Markatou (2001) used the formulation similar to the relevance weighted likelihood in the context of testing.

1.4. Weighted likelihood.

The weighted likelihood employed in this article is closely related to but different from the relevance weighted likelihood. In the framework of the relevance weighted likelihood, the information about \( \theta_1 \) builds up because the number of populations grows increasingly in close proximity to \( \theta_1 \). This is the paradigm commonly invoked in the context of non-parametric regression but it is not always the most natural one. In contrast, Wang, van Eeden & Zidek (2004) postulated a fixed number of populations with an increasingly large number of samples from these populations. This paradigm is more natural in situations in which the James–Stein estimator is derived.

Suppose that we are interested in a single population as in our motivating example. A single parameter or parameter vector \( \theta_1 \) is of inferential interest. Information from other related populations, population 2, population 3, and so on, is available together with the direct information from population 1. Let \( m - 1 \) denote the total number of populations whose distributions are thought to “resemble” that of population 1. Let \( n_1, \ldots, n_m \) denote the number of observations obtained from each individual population respectively. Let \( X_1, \ldots, X_m \) be random variables or vectors with marginal probability density functions \( f_1(\cdot; \theta_1), \ldots, f_m(\cdot; \theta_m) \), where \( X_i = (X_{i1}, \ldots, X_{im})^\top, i = 1, \ldots, m \). The parametric form of the joint distribution of \((X_1, \ldots, X_m)\) is not assumed to be known. We are interested in the probability density function \( f_1(\cdot; \theta_1) : \theta_1 \in \Theta \) of a study variable or vector of variables \( X_1 \), \( \theta_1 \) being an unknown parameter or vector of parameters. At least in some qualitative sense, we assume that \( f_2(\cdot; \theta_2), \ldots, f_m(\cdot; \theta_m) \) are “similar” to \( f_1(\cdot; \theta_1) \).

**Weighted likelihood (WL)** is then defined as:

\[
\text{WL}(\theta_1) = \prod_{i=1}^{m} f_i(x_i; \theta_1)^{\lambda_i},
\]

where the \( \lambda_i \) are likelihood weights and \( \lambda_1 + \cdots + \lambda_m = 1 \).

We say that \( \hat{\theta}_1 \) is a maximum weighted likelihood estimator (WLE) for \( \theta_1 \) if

\[
\hat{\theta}_1 = \arg \sup_{\theta_1 \in \Theta} \text{WL}(\theta_1).
\]

Note that the uniqueness of the maximizer is not assumed.

Throughout this article, we assume that for \( i = 1, \ldots, m \), \( X_{i1}, \ldots, X_{im} \) are independent and identically distributed random variables. The weighted likelihood (WL) defined by (1) then becomes

\[
\text{WL}(\theta_1) = \prod_{i=1}^{m} \prod_{j=1}^{n_i} f_i(x_{ij}; \theta_1)^{\lambda_i}.
\]

The asymptotic properties of the weighted likelihood estimator (WLE) for fixed and adaptive weights are established in Wang, van Eeden & Zidek (2004). The weights for the related data sets are in place to down-weight possible bias of the WLE of \( \theta_1 \). The weights are crucial in weighted likelihood estimation. The kernel functions used in other weighted likelihood functions are natural candidates for the likelihood weights. We will discuss other types of adaptive weights in this article.

We now apply the weighted likelihood to the motivating example. To simplify the notation, let \( Y_1 = X_{11} + X_{12} \) and \( Y_2 = X_{21} + X_{22} \) denote the sample total from the first and second experiment respectively, where the \( X_{ij} \) are all Bernoulli random variables from the two experiments. The classical likelihoods for \( \theta_1 \) and \( \theta_2 \) are

\[
L_1(\theta_1; Y_1) \propto \theta_1^{Y_1} (1 - \theta_1)^{2-Y_1} \quad \text{and} \quad L_2(\theta_2; Y_2) \propto \theta_2^{Y_2} (1 - \theta_2)^{2-Y_2}.
\]
Thus, the classical MLEs of $\hat{\theta}_1$ and $\hat{\theta}_2$ are equal to $Y_1/2$ and $Y_2/2$, respectively.

Since one is actually only interested in the first coin, the weighted likelihood of $\theta_1$ for some given weights is then defined as

$$WL(\theta_1; Y_1, Y_2) \propto L_1(\theta_1; Y_1)^{\lambda_1} L_2(\theta_1; Y_2)^{\lambda_2} = \theta_1^{\lambda_1} Y_1 + \lambda_2 Y_2 (1 - \theta_1)^2 - (\lambda_1 Y_1 + \lambda_2 Y_2).$$

Note that $\theta_2$ in the second classical likelihood $L_2$ is replaced by $\theta_1$ in the construction of the weighted likelihood for $\theta_1$. In the weighted likelihood framework, the observation $Y_2$ might contain potentially very important information with respect to the inference on $\theta_1$. The weight $\lambda_2$ is intended to down-weight the potential bias and control the degree of combination of information.

It then follows that the WLE takes the form

$$\hat{\theta}_1 = \lambda_1 \hat{\theta}_1 + \lambda_2 \hat{\theta}_2,$$

where $\hat{\theta}_1$ and $\hat{\theta}_2$ are MLEs of $\theta_1$ and $\theta_2$ respectively. We emphasize that the WLE of $\theta_1$ is indeed a linear combination that one might consider in the motivating example. We also remark that the MLE can be obtained from the WLE by setting $\lambda_2$ to zero.

1.5. Outline of the article.

In Section 2, we will derive the weighted likelihood as an approximate Bayes rule by minimizing empirical entropy loss. This result provides an information-theoretic justification for using weighted likelihood as an inference function. Various choices of weights are also discussed. In Section 3, we discuss the connections among the WL, the empirical Bayes and the James–Stein estimators when random variables are all normally distributed. We further generalize the result to the exponential family. Results of simulation studies are provided in Section 4. A case study applying all relevant methods to an educational experiment is presented in Section 5. Discussions are provided in Section 6.

2. APPROXIMATE BAYES DECISION BY THE WEIGHTED LIKELIHOOD ESTIMATOR

2.1. Approximate Bayes rule by non-parametric regression.

Let $\mathcal{A}$ be a measurable space of decisions and let $\mathcal{L}: \mathbb{R} \times \mathcal{A} \to \mathbb{R}$ be a jointly measurable non-negative loss function. We assume that $\mathcal{E}\{L(\theta, a)\} < \infty$ for all $a \in \mathcal{A}$. Let $\delta: \mathbb{R}^d \to \mathcal{A}$ be a measurable decision rule for choosing $a \in \mathcal{A}$ after having observed $X$ while $\theta$ is unknown. The quality of a decision rule is quantified in the risk function. To be more specific, for a decision rule $\delta(X)$, the risk function with respect to $\theta$ is defined as

$$R(\theta, \delta(X)) = \mathcal{E}[\mathcal{L}(\theta, \delta(X))].$$

Prior information is used to further summarize the information of a decision rule contained in the risk function. The Bayes risk of a decision rule $\delta(X)$ with respect to a specific prior distribution $\pi(\theta)$ is defined as

$$B(\pi, \delta) = \mathcal{E}_a \{R(\theta, \delta)\}.$$

The Bayes rule $\delta(X)$ associated with the minimum Bayes risk function must satisfy the following condition:

$$\mathcal{E}\{\mathcal{L}(\theta, \delta(x))\} = \inf_{a \in \mathcal{A}} \mathcal{E}\{\mathcal{L}(\theta, a) \mid X = x\}.$$

Thus the Bayes risk can be defined in terms of the posterior loss $\mathcal{E}\{\mathcal{L}(\theta, a) \mid X = x\}$ for $a \in \mathcal{A}$.

Assume that we have $(\theta_1, X_1), \ldots, (\theta_n, X_n)$ that are independent and identically distributed random vectors from the distribution of $(\theta, X)$. If the knowledge of the prior is not fully known, Stone (1977) proposed to approximate the Bayes inference by using the idea of non-parametric regression. It then follows that

$$\hat{E}_n \{\mathcal{L}(\theta, a) \mid X\} = \sum_{k=1}^n W_{n,k}(X) \mathcal{L}(\theta_i, a),$$
for any given \( a \) and the weights \( W_{n,k} \) are consistent weights defined in Stone (1977). A sequence of weights is said to be consistent if whenever \( (Y_1, X_1), \ldots, (Y_n, X_n) \) are independent and identically distributed, \( r > 1 \), and \( E|Y|^r \leq \infty \), then \( \hat{E}_n(Y \mid X) = E(Y \mid X) \) in \( L^r \) as \( n \to \infty \). The necessary and sufficient conditions for obtaining consistent weights are established in Stone (1977).

2.2. Entropy loss and weighted likelihood.

Instead of using the popular mean squared error (MSE) as the loss function, we consider the relative entropy loss. Let \( f(x \mid \theta) \) be the conditional density function for any given \( \theta \). For any other value of the parameter, say \( a \), the relative entropy or Kullback–Leibler information is defined as

\[
\mathcal{L}(\theta, a) = I(\theta; a) = \int \log \left( \frac{f(x \mid \theta)}{f(x \mid a)} \right) f(x \mid a) \, dx.
\]

Kullback (1959) described the relative entropy as the mean information per observation from \( f(x \mid \theta) \) for discrimination of \( f(x \mid a) \) for any given \( a \) in favour of \( f(x \mid \theta) \) against \( f(x \mid a) \). The entropy loss was also used in James & Stein (1961) in the estimation of the multinormal variance-covariance matrix. Ghosh & Yang (1988) considered entropy loss for simultaneous estimation of \( p \) independent means. Akaike (1974) derived the widely-used Akaike information criterion for model selection by using this as a predictive criterion. The relative entropy is also related to the Fisher information. Suppose that \( \theta \) and \( \theta + \delta \) are neighbouring points in a \( k \)-dimensional parameter space. Under certain regularity condition, as Kullback (1959) showed, \( I(\theta; \theta + \delta) \) can be expressed as

\[
I(\theta; \theta + \delta) \approx \frac{1}{2} \delta^\top F_\theta \delta,
\]

where \( F_\theta \) is the Fisher information matrix evaluated at \( \theta \).

We now derive the weighted likelihood function by minimizing the empirical relative entropy loss. Let \( x_i = (x_{i1}, \ldots, x_{in_i}) \), where \( x_{ij} \sim f(\cdot \mid \theta_i) \), \( j = 1, \ldots, n_i \), \( i = 1, \ldots, m \), and \( n = n_1 + \cdots + n_m \). By assigning equal weight to each observation in the same sample, we have

\[
\hat{E}_n\{\mathcal{L}(\theta_1, a) \mid x_1\} = \frac{1}{n_i} \sum_{k=1}^{n} W_{n,k}(x_1) I(\theta_k, a) = \sum_{i=1}^{m} n_i w_i(x_1) I(\theta_i, a).
\]

For any given \( \theta_i \), \( a \) and \( x_i \), we can then estimate \( I(\theta_i, a) \) by

\[
\hat{I}(\theta_i, a) = \frac{1}{n_i} \sum_{j=1}^{n_i} \sum_{j=1}^{n_i} \log \frac{f(x_{ij} \mid \theta_i)}{f(x_{ij} \mid a)} \quad \text{a.s.} \quad \mathcal{L}(\theta_i, a) \quad \text{as} \quad n_i \to \infty.
\]

It then follows that

\[
\hat{E}_n\{\mathcal{L}(\theta_1, a) \mid x_1\} = \sum_{i=1}^{m} w_i(x_1) \sum_{j=1}^{n_i} \log \frac{f(x_{ij} \mid \theta_i)}{f(x_{ij} \mid a)}.
\]

We then have

\[
\hat{E}\{\mathcal{L}(\theta_1, a) \mid x_1\} = \sum_{i=1}^{m} w_i(x_1) \sum_{j=1}^{n_i} \log f(x_{ij} \mid \theta_i) - \sum_{i=1}^{m} w_i(x_1) \sum_{j=1}^{n_i} \log f(x_{ij} \mid a). \quad (2)
\]

The second term of equation (2) is independent of \( \theta_1, \ldots, \theta_m \). It then follows that the approximate Bayes rule must satisfy the following:

\[
\hat{\theta}_i^*(x_i) = \arg \sup_{a \in A} \sum_{i=1}^{m} w_i(x_1) \sum_{j=1}^{n_i} \log f(x_{ij} \mid a).
\]
Thus the approximate Bayes rule \( \hat{\delta}(x_1) \) of \( \theta_1 \) under entropy loss is defined by a decision rule such that

\[
\hat{\theta}_1^A(x_1) = \arg \sup_{a \in A} \sum_{i=1}^{m} w_i(x_1) \sum_{j=1}^{n_i} \log f(x_{ij} \mid a).
\]

It then follows that the approximate Bayes rule \( \hat{\delta}(x_1) \) of \( \theta_1 \) under relative entropy loss must also maximize the following weighted likelihood:

\[
\hat{\theta}_i = \hat{\theta}_1^A(x_1) = \arg \sup_{a \in A} \prod_{i=1}^{n} \prod_{j=1}^{n} f(x_{ij}; a)^{\lambda_i},
\]

where \( \lambda_i = w_i(x_1) \) are consistent weights.

This shows that the WLE for \( \theta_1 \) is indeed an approximate Bayes rule under entropy loss. Furthermore, it shows that weighted likelihood is an inference device for approximating Bayesian inference. The derivation of weighted likelihood generalizes the argument by Akaike (1974) that connects the likelihood principle with an information theoretic framework.

2.3. Optimal adaptive weights for the weighted likelihood estimator.

In order to approximate the Bayesian inference by non-parametric regression, Stone (1977) proposed the K-nearest neighbour weights and showed that they are consistent. Györfi, Kohler, Krzyzak & Walk (2002) showed that the kernel-type weights are also consistent. Theorem 2.1 in Stone (1977) provides necessary and sufficient conditions to obtain such consistent weights.

However, the kernel type of weights involves the specification of some kind of smoothing or tuning parameter. Cross-validation could be used to derive likelihood weights without any tuning parameter. In particular, Wang & Zidek (2005) used a delete-one approach in the cross-validation procedure. Let \( \hat{\theta}_1^{(-j)} \) be the WLE based on \( m \) samples without the \( j \)th data point from the first sample. This generalizes the two cases where either only the \( j \)th data point is deleted from the first sample or the \( j \)th data point from each sample is deleted. Note that \( \hat{\theta}_1^{(-j)} \) is a function of the weights \( \lambda_i \). Let \( 1/n_1 D_{n_1} \) be the average discrepancy in the cross-validation given by

\[
\frac{1}{n_1} D_{n_1} (\lambda_1, \ldots, \lambda_m) = \frac{1}{n_1} \sum_{j=1}^{n_s} \{ X_{1j} - \phi(\hat{\theta}_1^{(-j)}) \}^2,
\]

with \( \lambda_1 + \cdots + \lambda_m = 1 \). However, the cross-validated weights will not work if some or all of the parameters are identical. Also, when the summary statistics are provided without the actual data sets, then the cross-validated weights cannot be calculated.

When the cross-validation procedure is not applicable, we derive the optimum weights when the WLE takes a linear form and the pairwise distances among parameters are bounded. Assume that for \( i = 1, \ldots, m, j = 1, \ldots, n_i \), the \( X_{ij} \) are random variables with \( \text{E}(X_{ij}) = \theta_i \). Assume that the \( \theta_i \) are all finite and \( |\theta_i - \theta_j| \leq C_i \), where \( C_1, \ldots, C_m \) are known constants. Let \( B = (0, C_2, \ldots, C_m)^T \) and \( \theta_i = \theta_i(x_{i1}, \ldots, x_{in_i}) \) be the MLE of \( \theta_i, i = 1, \ldots, m \).

**Theorem 1.** Assume that \( V = \text{cov}(\hat{\theta})_{n \times m} \) is known and \((V + BB^T)^{-1}\) is invertible. Suppose that \( \text{E}(\hat{\theta}_i) = \theta_i \) for \( i = 1, \ldots, m \). If the weighted likelihood estimator takes the form of a linear combination of the \( \hat{\theta}_i \), then the optimum weights which minimize the maximum of the mean squared error is given by

\[
\lambda^* = (\lambda_1^*, \ldots, \lambda_m^*)^T = \frac{(V + BB^T)^{-1} \mathbf{1}}{\mathbf{1}^T (V + BB^T)^{-1} \mathbf{1}}.
\]
Detailed discussions including asymptotic properties of this set of weights can be found in Wang (2001). In practice, however, the \( C_i \) and the covariance matrix \( V \) are not known, thus the approximate optimal weights for the restricted mean problem are given by

\[
\lambda^{(ob)}_i = \frac{\left( \hat{V} + \hat{B} \hat{B}^\top \right)^{-1}}{1^\top \left( \hat{V} + \hat{B} \hat{B}^\top \right)^{-1} 1},
\]

where \( \hat{V} \) and \( \hat{B} \) are estimates of \( V \) and \( B \), respectively.

If the samples are independent of each other, it also follows that the optimal weights can be approximated by

\[
\lambda^{(oba)}_i = \frac{1}{D \left( \hat{\sigma}_i^2 + \hat{C}_i^2 \right)}, \quad i = 1, \ldots, m,
\]

where \( C_i = 0 \) and \( D = (\hat{\sigma}_1^2 + \hat{C}_1^2)^{-1} + \cdots + (\hat{\sigma}_m^2 + \hat{C}_m^2)^{-1} \).

The formula for computing approximate optimal weights given by equation (4) offers some intuitive insights on how these optimal weights behave. The weight for a related population will take a relatively large value if and only if both the estimated variance and the estimated distance between \( \theta_i \) and \( \theta_1 \) are small. The corresponding weight assumes a small value if either \( \sigma_i^2 \) or \( \hat{C}_i^2 \) is large.

### 3. Bayesian Methods and the Weighted Likelihood Estimator

In this section, we discuss the connections between the approximate Bayes rules under MSE loss and the WLE. We also discuss the connection between the empirical Bayes and WL estimators.

#### 3.1. Hierarchical and empirical Bayes methods.

Let \( \phi_\eta(\theta) \) be the prior distribution where \( \eta \) is the vector of hyperparameters. Assume \( \theta_1, \ldots, \theta_m \) are independent and identically distributed with distribution \( \pi_\eta(\theta) \) and \( x_i \sim f(\cdot | \theta_i) \) for \( i = 1, \ldots, m \). Suppose that \( \theta_1 \) is of inferential interest. The marginal density by integrating out the observed vector of other "related" parameters \( \theta^r = (\theta_2, \ldots, \theta_m) \) is given by

\[
d_\eta(x^r) = \int \pi_\eta(\theta^r) f(x^r | \theta^r) \, d\theta^r,
\]

where

\[
x^r = (x_2, \ldots, x_m), \quad \pi_\eta(\theta^r) = \prod_{i=2}^m \pi_\eta(\theta_i) \quad \text{and} \quad f(x^r | \theta^r) = \prod_{i=2}^m f(x_i | \theta_i).
\]

Let \( h(\eta) \) be the hyperprior distribution for \( \eta \). We then have the induced prior density for \( \theta_1 \), viz.

\[
\pi_{\theta^r}(\theta_1) = \int h(\eta | x^r) \pi_\eta(\theta_1) \, d\eta,
\]

where \( h(\eta | x^r) = c \cdot h(\eta) d_\eta(x^r) \) with \( c \) a normalizing constant. The posterior density of \( \theta_1 \) based on all the data is then given by

\[
p(\theta_1 | x_1) = c \pi_{\theta^r}(\theta_1) L_1(x_1; \theta_1).
\]

The hierarchical Bayes formula given by (5) neatly separates the "direct" information contained in \( L_1(x_1; \theta_1) \) and the information contained in other samples summarized by \( \pi_{\theta^r}(\theta_1) \).

If the hyperparameter vector \( \eta \) is unknown, then the maximum likelihood estimator of \( \eta \) based on other data \( x^r \) can be derived from

\[
\hat{\eta} = \arg \max_{\eta} d_\eta(x^r).
\]
The empirical Bayes alternative is then given by
\[ p_t(\theta_1 | \mathbf{x}_1) = c \pi_t(\theta_1) L_1(\mathbf{x}_1; \theta_1). \]

The empirical Bayes estimate is derived by carrying out the following maximization:
\[ \hat{\theta}_1^{\text{EB}} = \arg \max_{\theta_1 \in \Theta} \{ \log L_1(\mathbf{x}_1; \theta_1) + \log \pi_t(\theta_1) \}. \]

In comparison, the WLE is derived as follows:
\[ \tilde{\theta}_1^{\text{WLE}} = \arg \max_{\theta_1 \in \Theta} \left\{ \log L_1(\mathbf{x}_1; \theta_1) + \sum_{i=2}^{m} \left( \lambda_i / \lambda_1 \right) \log L_i(\mathbf{x}_i; \theta_1) \right\}, \]
where \( \lambda_1 > 0. \)

### 3.2. Approximate Bayes rule and the linear weighted likelihood estimator.

Denote the approximate Bayes rule under the squared error loss by \( \hat{\theta}_1^{a}(\mathbf{X}_1). \) Stone (1977) showed that the approximate Bayes rule under squared error loss is given by \( \tilde{E}_n(\theta_1|\mathbf{X}_1). \) It then follows that
\[ \tilde{E}_n(\theta_1|\mathbf{X}_1) = \sum_{k=1}^{n} W_{kn}(\mathbf{X}_1) \theta_k, \]
where the \( W_{kn} \) are weights in non-parametric regression. This implies that the approximate Bayes rule under MSE is a linear combination of those individual MLEs derived from the samples.

For normal, Bernoulli and Poisson distributions, the WLE takes the form of linear combinations of the individual MLEs. For example, let \( \mathbf{X}_i = (X_{i1}, \ldots, X_{in_i}), \) where \( X_{ij} \sim \mathcal{N}(\theta_i, 1), \) \( j = 1, \ldots, n_i, i = 1, \ldots, m. \) It then follows that the WLE takes the following form:
\[ \tilde{\theta}_1(\mathbf{X}) = \sum_{i=1}^{m} \lambda_i(\mathbf{X}) \tilde{\theta}_i(\mathbf{X}_i), \]
where \( \tilde{\theta}_i(\mathbf{X}_i) \) is the MLE of \( \theta_i, i = 1, \ldots, m. \) This demonstrates that the approximate Bayes rule under the MSE loss is indeed a linear combination of those individual MLEs derived from the samples.

Thus, the WLE could be a linear combination of MLEs derived from each of the data sets. The general result is stated in the next two theorems.

**Theorem 2.** Assume that \( X_{ij} \overset{i.i.d.}{\sim} f(\cdot; \theta_i) \) for all \( i = 1, \ldots, m \) and \( j = 1, \ldots, n_i. \) Let \( \tilde{\theta}_i(\mathbf{X}_i) \) denote the maximum likelihood estimator of \( \theta_i \) derived from \( \mathbf{X}_i = (X_{i1}, \ldots, X_{in_i}) \) for \( i = 1, \ldots, m. \) If
\[ \frac{\partial \log L_1(x_{i1}, \ldots, x_{in_i}; \theta_1)}{\partial \theta_1} = n_i D_1(\theta_1) \{ T(\mathbf{x}_i) - \theta_1 \}, \]
then
\[ \hat{\theta}_1 = \sum_{i=1}^{m} w_i \tilde{\theta}_i(\mathbf{X}_i), \]
where \( w_i = n_i \lambda_i / \sum_{i=1}^{m} n_i \lambda_i \) and the \( \lambda_i \) are likelihood weights for weighted likelihood.
Theorem 3. For distributions of the exponential family, suppose that the maximum likelihood estimator of $\theta_1$ takes the form of $g(T(X_1))$, where $T(X_1)$ is the sufficient statistic. Then the weighted likelihood estimator of $\theta_1$ takes the form $g\left(\sum_{i=1}^{m} w_i T(X_1)\right)$, where $w_i = n_i \lambda_i / \sum_{i=1}^{m} n_i \lambda_i$.

The above two theorems imply that the WLE and the approximate Bayes rule under the mean squared error could coincide with each other for certain members of the exponential family if appropriate weights could be chosen.

3.3. Empirical Bayes, James–Stein estimator and the weighted likelihood estimator.

We now examine the relationships among the empirical Bayes, James–Stein and WL estimators when all variables are normally distributed. Consider the following sampling scheme of Efron (1996):

$$\theta_k \sim N(M, A), \quad \text{and} \quad Y_k | \theta_k \sim N(\theta_k, 1), \quad k = 1, \ldots, m, \quad m > 3.$$ 

Suppose that the inferential interest is on $\theta_1$, the parameter of the first population. As shown in Efron (1996), the empirical Bayes estimates for $M$ and $A$ are then given by the following:

$$\hat{M} = \frac{1}{m-1} \sum_{i=2}^{m} y_i; \quad \hat{A} = \frac{1}{m-2} \sum_{i=2}^{m} (y_i - \hat{M})^2.$$ 

The posterior density function of $\theta_1$ with the estimated hyperparameters is then given by

$$\hat{\pi}(\theta_1 | y_1) \sim N(\hat{M} + (1 - \hat{B})(y_1 - \hat{M}), 1 - \hat{B}),$$

where $\hat{B} = m \hat{A} / (m - 1)$.

It follows that the empirical Bayes estimator is

$$\hat{\theta}_1^{EB} = (1 - \hat{B})y_1 + \sum_{i=1}^{m} \frac{\hat{B}}{m - 1} y_i. \quad (6)$$

It can be seen that the empirical Bayes estimator is a linear combination of the $y_i$.

The famous James–Stein estimator is given by

$$\hat{\theta}_1^{JS} = \bar{y} + (1 - \hat{B}^{JS})(y_1 - \bar{y}),$$

where $\bar{y} = (y_1 + \cdots + y_m) / m$ and $\hat{B}^{JS} = (m - 3) / \sum_{i=1}^{m} (y_i - \bar{y})^2$. It follows that

$$\hat{\theta}_1^{JS} = \left(1 - \frac{m-1}{m} \hat{B}^{JS}\right) y_1 + \sum_{i=2}^{m} \frac{\hat{B}^{JS}}{m - 1} y_i. \quad (7)$$

It can be seen that the empirical Bayes and James–Stein estimator closely resemble each other. Efron & Morris (1973, Lemma 2) showed that the empirical Bayes estimator is close to but not as good as the James–Stein estimator.

For normal densities, the weighted likelihood estimator for $\theta_1$ is also a linear combination of the $x_i$ by Theorem 3.1. To be more specific, the WLE is given by

$$\hat{\theta}_1^{WLE} = \sum_{i=1}^{m} \lambda_i y_i., \quad (8)$$

where $\lambda_1 + \cdots + \lambda_m = 1$. 
By comparing equations (6), (7) and (8), we find that the empirical Bayes, the James–Stein and the weighted likelihood estimators all take the form of a linear combination of $y_i$ for normal distributions. Consequently, the weights for the WLE can be chosen such that it coincides with either the empirical Bayes estimator or the James–Stein estimator. Observe that both empirical Bayes and James–Stein estimator assign equal weight to the $y_i$ for $i > 2$. This implies that they do not utilize the differences among related data sets. The WLE, however, could assign unequal weights to different samples to reflect their possible varying relevance to $\theta_1$. This could be a very important advantage as shown in our simulation studies.

4. SIMULATION STUDIES

4.1. Simulation study based on binomial distributions.

We now go back to the motivating example. Recall that $Y_1 \sim \text{BIN}(2, \theta_1)$ and $Y_2 \sim \text{BIN}(2, \theta_2)$.

Recall that the WLE of $\theta_1$ takes a form of convex combination of the MLEs for $\theta_1$ and $\theta_2$, i.e., $\tilde{\theta}_1 = \lambda_1 \hat{\theta}_1 + \lambda_2 \hat{\theta}_2$. The optimal weights given by equation (3) actually require the knowledge of the bound between the two parameters. To be realistic, we could simply use the estimate of the bound between $\theta_1$ and $\theta_2$ and plug it into equation (3). Thus the adaptive weights take the following form:

$$\lambda_1^\text{opt} = \frac{d_2}{d_1 + d_2} \quad \text{and} \quad \lambda_2^\text{opt} = \frac{d_1}{d_1 + d_2},$$

where $d_1 = \hat{\theta}_1 (1 - \hat{\theta}_1)$ and $d_2 = \hat{\theta}_2 (1 - \hat{\theta}_2) + 2 |\hat{\theta}_1 - \hat{\theta}_2|^2$. However, these adaptive weights are not very effective on combining the two samples in this simulation study. To be more specific, the weight $\lambda_2$ often assumes the value zero since $d_1$ equals zero quite often for small sample sizes. When $d_1$ equals zero, we then modify the adaptive weights as follows:

$$\lambda_1^\text{opt} = \frac{1}{1 + d_3} \quad \text{and} \quad \lambda_2^\text{opt} = \frac{d_3}{1 + d_3},$$

where $d_3 = 1/(1 + 2 |\hat{\theta}_1 - \hat{\theta}_2|^2)$. Therefore, $\lambda_1$ is closer to 1 if $|\hat{\theta}_1 - \hat{\theta}_2|^2$ is relatively large.

Without any external or prior information, we choose a uniform prior $U(0, 1)$ and assume that $\theta_1$ and $\theta_2$ are independent and identically distributed. We remark that the Bayesian estimates were calculated using WinBugs with 1500 runs within each iteration.

The algorithm of this simulation study is described as follows:

**ALGORITHM 4.1:**

Step 1: Generate $\theta_1^{[i]}$ and $\theta_2^{[i]}$ according to one of the four sampling schemes described below.

Step 2: Generate $Y_1^{[i]}$ and $Y_2^{[i]}$ independently from binomial distributions by using $\theta_1^{[i]}$ and $\theta_2^{[i]}$.

Step 3: Compute MLE, WLE with adaptive weights and Bayes estimator using MCMC sampling.

Step 4: Compute the squared error for the MLE, WLE and Bayes estimator.

Repeat Steps 1 to 4 1000 times.

In order to evaluate and compare the performance of the WL and Bayes estimator, we consider four sampling schemes (SS) to generate $\theta_1$ and $\theta_2$.

SS1: Fix $\theta_1 = 0.5$ and $\theta_2 = 0.6$. 
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SS2: Generate $\theta_1$ and $\theta_2$ independently from $\mathcal{U}(0, 1)$.

SS3: Generate $\theta_1$ from $\mathcal{U}(0, 0.8)$ and $\theta_2 = \theta_1 + \mathcal{U}(0, 0.2)$.

SS4: Generate $\theta_1$ from $\mathcal{U}(0.1, 0.3)$ and $\theta_2 = \theta_1 + \mathcal{U}(0, 0.2)$.

In sampling scheme 1, we fix the value of $\theta_1$ and $\theta_2$ for every iteration. In sampling schemes 2, 3 and 4, we generate random values for $\theta_1$ and $\theta_2$ for each iteration. The mean squared errors for the MLE, WL and Bayes estimators are listed in Table 1. It can be seen that WLE outperforms MLE across the four sampling schemes used in this simulation study. This shows clearly the advantage of combining information when the sample size from the target population is very small. In fact, WLE will have roughly the same MSE as the MLE, even when $\theta_1$ equals 0.2 and $\theta_2$ equals 0.8.

<table>
<thead>
<tr>
<th></th>
<th>MLE</th>
<th>WLE</th>
<th>Bayes</th>
<th>Bayes/WLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS1</td>
<td>0.124</td>
<td>0.069</td>
<td>0.031</td>
<td>45%</td>
</tr>
<tr>
<td>SS2</td>
<td>0.081</td>
<td>0.059</td>
<td>0.045</td>
<td>76%</td>
</tr>
<tr>
<td>SS3</td>
<td>0.094</td>
<td>0.054</td>
<td>0.044</td>
<td>81%</td>
</tr>
<tr>
<td>SS4</td>
<td>0.065</td>
<td>0.041</td>
<td>0.041</td>
<td>100%</td>
</tr>
</tbody>
</table>

The advantage of combining information by using the Bayes estimator is also evident in Table 1. The Bayes estimator offers further reduction when compared with the WLE in three of the four sampling schemes. In sampling scheme 1, the Bayes estimator offers 55% reduction in MSE when compared with that of WLE even though the parameter $\theta_1$ takes a fixed value. This is not very surprising since the true value of $\theta_1$ coincides with the mean of the assumed uniform prior, $\mathcal{U}(0, 1)$. This is clearly one of those cases in which the approximation by using WL to the full Bayesian inference is not satisfactory. Since the assumed prior coincides with the true prior $\mathcal{U}(0, 1)$ in sampling scheme 2, the Bayes estimator is guaranteed theoretically to be the optimal estimator. The WLE offers a MSE that is about 33% larger than that of the Bayes estimator. In sampling scheme 3, the approximation of WLE to the Bayes estimator is improved since the assumed prior differs from the true underlying prior distribution from which the parameters are generated. In sampling scheme 4, the assumed prior is quite different from the true prior. The approximation by using the WLE is actually perfect since both estimators have the same MSE.

### 4.2. Simulation study based on normal distributions.

We also carry out another simulation study to compare the performances of various estimators, namely, the MLE, James–Stein, empirical Bayes, WL and Bayes estimators.

Following the same sampling scheme considered in Efron (1996), we shall work with a simple two-level normal model of data $Y_i$, $i = 1, \ldots, 5$, with group level effects $\theta_k$, $i = 1, \ldots, 5$, respectively, as follows:

$$
Y_k | \theta_k \sim \mathcal{N}(\theta_k, 1), \quad \theta_k \sim \mathcal{N}(\mu_\theta, \sigma_\theta^2), \quad k = 1, \ldots, m, \ m > 3.
$$

For simplicity, we set $\mu_\theta$ equal to 0 and $\sigma_\theta$ equal to 1.

The algorithm for the second simulation study is described as follows:

**ALGORITHM 4.2:**

1. **Step 1:** Generate $\theta_i$, $i = 1, \ldots, 5$, from the standard normal distribution.
Step 2: Generate $Y_i, i = 1, \ldots, 5$, from a normal distribution with mean $\theta_k$ and variance 1, respectively.

Step 3: Calculate the squared or absolute error of $\theta_1$ for each of these five estimators.

Repeat Steps 1 to 3 1000 times.

We emphasize that $\theta_1$ is of inferential interest. The MLE of $\theta_1$ is simply $X_1$. The Bayes estimator is actually $0.5^\ast$MLE if the values of the hyperparameters are known. The empirical Bayes and James–Stein estimators are given by equations (6) and (7) respectively. We use the optimal weights given by equation (3) with known variances to calculate the WLE of $\theta_1$. In fact, the optimal weights under the current sampling scheme can be approximated by

$$w_i = \frac{1}{D(1 + (y_i - y_1)^2)}, \quad i = 1, \ldots, 5,$$

where

$$D = \sum_{i=1}^{5} \frac{1}{1 + (y_i - y_1)^2}$$

is a normalizing constant. This set of approximate optimum adaptive weights actually generates quite similar performances when compared with those based on the optimal weights in this simulation study. In fact, the MSE for the WLE is about 0.679 using the approximate optimal weights and 0.669 using the optimal weights in this simulation study.

The MSEs for these five estimators are given in Table 2. The Bayes estimator is guaranteed theoretically to be the optimal estimator if the values of hyperparameters are known. We also note that the MSE of MLE is the largest. We then continue to compare the three remaining competitors: the empirical Bayes, James–Stein and the weighted likelihood estimators. The MSE values confirm that the empirical Bayes estimator is similar but not as good as the James–Stein estimator. Furthermore, we observe that the WLE outperforms the other estimators except the Bayes estimator with the correct knowledge of the prior. The mean absolute errors (MAE) for all five estimators are also provided in Table 2. The pattern is quite similar and the ordering of the MAEs is exactly the same as that of the MSEs. Since both the empirical Bayes and the James–Stein estimators assign equal weights to related populations, they simply ignore the fact that other populations might not be all equally influential with respect to the inference on the first population. We believe that WLE utilizes information contained in other samples in a more efficient way than the empirical Bayes and the James–Stein estimators. In summary, the WLE outperforms all its competitors except for the Bayes estimator with exact knowledge of the prior distribution.

<table>
<thead>
<tr>
<th></th>
<th>MLE</th>
<th>EB</th>
<th>JS</th>
<th>WLE</th>
<th>Bayes</th>
<th>Bayes/WLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>1.00</td>
<td>0.94</td>
<td>0.80</td>
<td>0.67</td>
<td>0.50</td>
<td>75%</td>
</tr>
<tr>
<td>MAE</td>
<td>0.79</td>
<td>0.74</td>
<td>0.71</td>
<td>0.65</td>
<td>0.56</td>
<td>86%</td>
</tr>
</tbody>
</table>

If reliable external or prior knowledge is available, the Bayes procedure should be used because it is theoretically guaranteed to be the optimal decision. If no prior knowledge is available, a realistic Bayesian analysis would employ a conditionally independent and identically distributed prior. For simplicity, we put a normal prior on $\mu_\theta$. The mean of the prior will be set to various values in this simulation study. One should assign a large value for the variance of $\mu_\theta$ to reflect the fact that no external or prior knowledge is available. Therefore, any analysis will be
dominated by the data instead of the value of the prior mean. The parameter $\sigma_\theta^2$ does not have any simple family of conjugate prior distributions because its marginal likelihood depends in a complex way on the data from all populations. However, if $\sigma_\theta^2$ follows an inverse-gamma distribution, then the conditional distribution $p(\sigma_\theta^2 | \mu_\theta, x_1, \ldots, x_m)$ also follows an inverse-gamma distribution. This conditional conjugacy allows $\sigma_\theta^2$ to be updated easily using the Gibbs sampler (Gelfand & Smith 1990).

An inverse-gamma distribution denoted by $\mathcal{IG}(\varepsilon, \varepsilon)$ tries to assume some kind of non-informativeness within the conditionally conjugate family, with $\varepsilon$ set to some low values such as 1 or 0.01. The results of using a combination of a normal prior distribution such as $N(0, 20^2)$ and an inverse-gamma distribution are given in Table 3. In general, we see that the MSEs of the Bayes estimator are universally smaller than those of the WLE. However, the fact that the ratios range from about 91% to 97% implies that the approximation using the WLE is quite satisfactory in this simulation study. Observe that the results do not change significantly for different choices of the prior mean. We note that the MSEs of the Bayes estimators by using other normal distributions such as $N(\mu_\theta, 10^2)$ and an inverse-gamma distribution with small values assigned to $\varepsilon$ are quite similar to the results presented in Table 3. When no reliable external or prior information is available, a uniform non-informative prior might be a natural choice. The MSEs using some uniform prior distributions for the prior mean are provided in Table 4. We observe that the performances of the Bayes estimators using different uniform priors are comparable with that of the WLE. This seems to suggest that the WLE is very successful in approximating a full Bayesian inference in this simulation study when no reliable prior knowledge is available. We remark that all Bayesian estimates were obtained using WinBugs with 1500 runs within each iteration of the simulation study.

**Table 3:** Mean squared error based on normal and uniform prior distributions.

<table>
<thead>
<tr>
<th>Prior Distribution</th>
<th>$\mathcal{IG}(1, 1)$</th>
<th>$\mathcal{IG}(0.1, 0.1)$</th>
<th>$\mathcal{IG}(0.01, 0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0, 20^2)$</td>
<td>0.61</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>$N(5, 20^2)$</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>$N(10, 20^2)$</td>
<td>0.66</td>
<td>0.65</td>
<td>0.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prior Distribution</th>
<th>$\mathcal{IG}(1, 1)$</th>
<th>$\mathcal{IG}(0.1, 0.1)$</th>
<th>$\mathcal{IG}(0.01, 0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{U}(-10, 10)$</td>
<td>0.55</td>
<td>0.60</td>
<td>0.74</td>
</tr>
<tr>
<td>$\mathcal{U}(-20, 20)$</td>
<td>0.68</td>
<td>0.71</td>
<td>0.74</td>
</tr>
</tbody>
</table>

**Table 4:** Observed effects of special preparation on SAT-V scores in eight randomized experiments. Estimates are based on separate analyses for the eight experiments. They are from Rubin (1981).

<table>
<thead>
<tr>
<th>School</th>
<th>Est. Treat. Effects</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>28.39</td>
<td>14.9</td>
</tr>
<tr>
<td>B</td>
<td>7.94</td>
<td>10.2</td>
</tr>
<tr>
<td>C</td>
<td>-2.75</td>
<td>16.3</td>
</tr>
<tr>
<td>D</td>
<td>6.82</td>
<td>11.0</td>
</tr>
<tr>
<td>E</td>
<td>-0.64</td>
<td>9.4</td>
</tr>
<tr>
<td>F</td>
<td>0.63</td>
<td>11.4</td>
</tr>
<tr>
<td>G</td>
<td>18.01</td>
<td>10.4</td>
</tr>
<tr>
<td>H</td>
<td>12.16</td>
<td>17.6</td>
</tr>
</tbody>
</table>
5. CASE STUDY: COMBINING INFORMATION FROM EDUCATIONAL EXPERIMENTS

We illustrate weighted likelihood inference using a classical example of educational testing as described and analyzed in Gelman, Carlin, Stein & Rubin (2003) and compare the weighted likelihood estimator with other estimators.

5.1. Description of educational experiments and the maximum likelihood estimator.

A study was performed on an educational testing service to analyze the effects of special coaching programs on test scores. Separate randomized experiments were performed to estimate the effects of coaching programs for the SAT-V (Scholastic Aptitude Test-Verbal) in each of eight schools. The outcome variable was the score on a special administration of the SAT-V. There is no prior evidence to suggest that any of the eight schools was more effective than any other school. The estimated coaching effects (Est. Treat. Effects) and their standard errors (S.E.) were obtained by an analysis of covariance adjustment appropriate for a completely randomized experiment. Therefore, the sampling variances $\sigma_j^2$ are assumed to be known in this study. The summary statistics are provided in Table 5.

<table>
<thead>
<tr>
<th>$\theta_k$</th>
<th>$\tau^2 = 10^6$</th>
<th>$\tau^2 = 10^4$</th>
<th>$\tau^2 = 10^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_A$</td>
<td>10.74</td>
<td>10.32</td>
<td>7.91</td>
</tr>
<tr>
<td>$\theta_B$</td>
<td>7.19</td>
<td>7.19</td>
<td>6.23</td>
</tr>
<tr>
<td>$\theta_C$</td>
<td>5.21</td>
<td>5.44</td>
<td>7.20</td>
</tr>
<tr>
<td>$\theta_D$</td>
<td>6.54</td>
<td>6.87</td>
<td>6.41</td>
</tr>
<tr>
<td>$\theta_E$</td>
<td>4.12</td>
<td>4.70</td>
<td>5.78</td>
</tr>
<tr>
<td>$\theta_F$</td>
<td>5.23</td>
<td>5.55</td>
<td>6.21</td>
</tr>
<tr>
<td>$\theta_G$</td>
<td>9.65</td>
<td>9.61</td>
<td>9.63</td>
</tr>
<tr>
<td>$\theta_H$</td>
<td>7.42</td>
<td>7.58</td>
<td>7.19</td>
</tr>
</tbody>
</table>

5.2. Bayesian estimates with different priors.

To fit a hierarchical Bayesian model for the SAT coaching data, we work with a simple two-level model of data $X_i$ with group level effects $\theta_k$ as

$$X_i \mid \theta_k \sim N(\theta_k, \sigma_k^2), \quad \theta_k \sim N(\mu_\theta, \sigma_\theta^2), \quad k = 1, \ldots, m, \ m > 3.$$
TABLE 6: Posterior means (PM) and standard deviations (SD) of the Bayes estimates for 8 schools with normal/IG(0.01, 0.01) priors.

<table>
<thead>
<tr>
<th>θ_k</th>
<th>PM</th>
<th>SD</th>
<th>PM</th>
<th>SD</th>
<th>PM</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ_A</td>
<td>8.28</td>
<td>5.16</td>
<td>8.14</td>
<td>5.13</td>
<td>7.07</td>
<td>4.91</td>
</tr>
<tr>
<td>θ_B</td>
<td>7.31</td>
<td>4.63</td>
<td>7.17</td>
<td>4.60</td>
<td>6.18</td>
<td>4.41</td>
</tr>
<tr>
<td>θ_C</td>
<td>6.94</td>
<td>5.02</td>
<td>6.81</td>
<td>4.99</td>
<td>5.78</td>
<td>4.78</td>
</tr>
<tr>
<td>θ_D</td>
<td>7.24</td>
<td>4.53</td>
<td>7.11</td>
<td>4.51</td>
<td>6.10</td>
<td>4.31</td>
</tr>
<tr>
<td>θ_E</td>
<td>6.67</td>
<td>4.65</td>
<td>6.54</td>
<td>4.62</td>
<td>5.58</td>
<td>4.42</td>
</tr>
<tr>
<td>θ_F</td>
<td>7.05</td>
<td>4.69</td>
<td>6.92</td>
<td>4.66</td>
<td>5.92</td>
<td>4.47</td>
</tr>
<tr>
<td>θ_G</td>
<td>7.92</td>
<td>4.73</td>
<td>7.78</td>
<td>4.70</td>
<td>6.76</td>
<td>4.51</td>
</tr>
<tr>
<td>θ_H</td>
<td>7.58</td>
<td>4.68</td>
<td>7.43</td>
<td>4.65</td>
<td>6.39</td>
<td>4.43</td>
</tr>
</tbody>
</table>

τ^2 = 10^6  

TABLE 7: Estimates of the treatment effects for Schools A–H by using different methods.

<table>
<thead>
<tr>
<th>θ_k</th>
<th>Bayes(G)</th>
<th>Bayes(U)</th>
<th>E-Bayes</th>
<th>J–S</th>
<th>WLE</th>
<th>MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ_A</td>
<td>8.28</td>
<td>10.74</td>
<td>16.22</td>
<td>20.94</td>
<td>24.70</td>
<td>28.39</td>
</tr>
<tr>
<td>θ_B</td>
<td>7.31</td>
<td>7.19</td>
<td>9.39</td>
<td>5.85</td>
<td>7.92</td>
<td>7.94</td>
</tr>
<tr>
<td>θ_C</td>
<td>6.94</td>
<td>5.21</td>
<td>5.82</td>
<td>−2.02</td>
<td>−0.84</td>
<td>−2.75</td>
</tr>
<tr>
<td>θ_D</td>
<td>7.24</td>
<td>6.54</td>
<td>9.02</td>
<td>5.03</td>
<td>7.00</td>
<td>6.82</td>
</tr>
<tr>
<td>θ_E</td>
<td>6.67</td>
<td>4.12</td>
<td>6.52</td>
<td>−0.47</td>
<td>0.89</td>
<td>−0.64</td>
</tr>
<tr>
<td>θ_F</td>
<td>7.05</td>
<td>5.23</td>
<td>6.95</td>
<td>0.46</td>
<td>1.93</td>
<td>0.63</td>
</tr>
<tr>
<td>θ_G</td>
<td>7.92</td>
<td>9.65</td>
<td>12.76</td>
<td>13.28</td>
<td>16.18</td>
<td>18.01</td>
</tr>
<tr>
<td>θ_H</td>
<td>7.58</td>
<td>7.42</td>
<td>10.80</td>
<td>8.97</td>
<td>11.38</td>
<td>12.16</td>
</tr>
</tbody>
</table>

We first choose the prior as specified in Gelman, Carlin, Stein & Rubin (2003):

μ_θ ∼ N(0, τ^2)  

σ^2_θ ∼ U(0, 10^3).

Gelman, Carlin, Stein & Rubin (2003) used 10^6 as the value for τ^2 and we set additional values of 10^2 and 10^4, respectively, to derive Bayesian estimates. The posterior means derived from the Bayesian analysis are given in Table 6. We observe that the Bayesian estimates are quite different from the estimated treatment effects listed in Table 5 except for schools B and D. Furthermore, changing the value of τ^2 does not have much effect on the Bayesian estimates for the eight schools.

In order to make further comparisons, we also employ an inverse-gamma distribution for the variance. The common choices for the value of the parameter ε of an inverse-gamma distribution are 1, 0.1 and 0.01. We find that changing the value of ε does not change the results significantly. For brevity, we only provide the results when ε equals 0.01 in Table 7. We remark that all Bayesian estimates presented in Tables 6 and 7 are obtained using WinBugs with 1500 runs for the MCMC sampling.

5.3. **Comparison of the weighted likelihood estimator and others.**

The WLE using the optimum adaptive weights is also calculated for each school together with the James–Stein and the empirical Bayes estimates. They are provided in Table 7. Since there
are many sets of Bayesian estimates due to different choices of the hyperparameters and the prior distributions, we only select the first group of Bayesian estimates using either a uniform or an inverse-gamma prior for the prior variance and denote them by $\text{Bayes}(U)$ and $\text{Bayes}(G)$, respectively. In general, these estimates share some common features. For example, all the estimates for the schools B and D are quite similar to one another. However, for schools A, C and E, the estimates are quite different from one another.

To quantify the relative connections among all these estimates, we apply a hierarchical clustering algorithm to these groups of estimates. There are 3 ways to apply a hierarchical clustering algorithm, namely the simple, average and complete linkage. The three corresponding partitions all give a unified ordering: James–Stein estimator, WLE, MLE, empirical Bayes estimator, Bayesian estimators with uniform prior, and Bayesian estimators with inverse-gamma prior in this case. The grouping pattern is represented in Figure 1. It can be seen that the group of Bayesian estimates with a uniform prior closely resembles the group of Bayesian estimates with an inverse-gamma prior. Together with the empirical Bayes estimates, they form one cluster. This is not surprising due to the close relationship between the empirical Bayes estimator and traditional Bayesian estimator. The group of James–Stein estimates belongs to another cluster together with the groups of MLEs and WLEs. Furthermore, the groups of WLEs and MLEs are assigned into one sub-cluster. The overall grouping seems to be consistent with the known relationships among these estimators. However, it is a bit surprising to see that the group of James–Stein estimates is at the far end of the partition. This might be due to the fact that the James–Stein estimates all shrink the MLEs towards 0 by the same percentage. Therefore, they behave somewhat differently in this study. In general, the group of WLEs does share some common features with the groups of empirical Bayes, James–Stein and Bayes estimates using different priors.

![Figure 1: Grouping results of all the estimators by using a hierarchical clustering.](image)

6. DISCUSSION

We have shown that the WLE is an approximate Bayes rule under empirical entropy loss. In addition, results from simulation studies seem to suggest that this approximation could be satisfactory when no reliable external or prior information is available. Since WLE usually takes the form of a convex combination of individual MLEs for many commonly used distributions of the exponential family, it is much less computationally intensive than the full Bayesian analysis with MCMC sampling. Although both are programmed in the same software package $R$, the full Bayesian inference with MCMC sampling usually takes about 1.5 hour to complete in our simulation studies, while the weighted likelihood method takes only a few seconds. Therefore
the proposed weighted likelihood approach could be a useful tool for an exploratory data analysis. Future work includes further investigation on different adaptive weights and comparing their strengths.

**APPENDIX**

*Proof of Theorem 1.* We are seeking the best linear combination of MLEs derived from the marginal distributions. As before, let us consider the MSE of the WLE. Writing

\[ \tilde{\theta}_1 = \lambda^T \hat{\theta} = \sum_{i=1}^{m} \lambda_i \hat{\theta}_i, \]

we can calculate

\[
\text{MSE}(\tilde{\theta}_1) = \mathbb{E} \left\{ \sum_{i=1}^{m} \lambda_i (\hat{\theta}_i - \theta_1) \right\}^2 \quad \text{(since} \sum_{i=1}^{m} \lambda_i = 1 \text{)}
\]

\[ = \sum_{i=1}^{m} \sum_{j=1}^{m} \lambda_i \lambda_j \{ \text{cov}(\hat{\theta}_i, \hat{\theta}_j) + (\theta_i - \theta_1)(\theta_j - \theta_1) \} \]

\[ \leq \lambda^T \text{cov}(\hat{\theta}) \lambda + \lambda^T BB^T \lambda \quad \text{(by the assumptions)}
\]

Minimizing \( \lambda^T (V + BB^T) \lambda \) with the constraint \( \lambda_1 + \cdots + \lambda_m = 1 \) yields

\[ \tilde{\theta}^*_1 = \sum_{i=1}^{m} \lambda^*_i \theta_i, \]

where

\[ \lambda^* = (\lambda^*_1, \ldots, \lambda^*_m)^T = \frac{(V + BB^T)^{-1} \mathbf{1}}{1^T (V + BB^T)^{-1} \mathbf{1}}. \]

*Proof of Theorem 2.* The log-likelihood function for \( n_1 \) observations which are independent and identically distributed from the above distribution family can be written as

\[
\ln L_1(X_{11}, \ldots, X_{1n_1}; \theta_1) = A_1(\theta_1) \sum_{j=1}^{n_1} S(x_{1j}) + n_1 B_1(\theta_1) + \text{constant},
\]

with

\[
\frac{\partial \ln L_1(X_{11}, \ldots, X_{1n_1}; \theta_1)}{\partial \theta_1} = A'_1(\theta_1) \sum_{i=1}^{n_1} S(x_{1i}) + n_1 B'_1(\theta_1) = n_1 \{ A'_1(\theta_1) T(\mathbf{x}^1) + B'_1(\theta_1) \},
\]

where

\[
T(\mathbf{x}^1) = \frac{1}{n_1} \sum_{j=1}^{n} S(x_{1j}).
\]

It is known (Lehmann 1983, p. 123) that for the exponential family, the necessary and sufficient condition for an unbiased estimator to achieve the Cramér–Rao lower bound is that there exists \( D(\theta_1) \) such that

\[
\frac{\partial \ln L_1(X_{11}, \ldots, X_{1n_1}; \theta_1)}{\partial \theta_1} = n_1 D_1(\theta_1) \{ T(\mathbf{x}^1) - \theta_1 \}, \quad \forall \theta_1.
\]
Under the condition
\[
\frac{\partial \ln L_1(x_{i1}, \ldots, x_{in}; \theta_1)}{\partial \theta_1} = n_i D_1(\theta_1) \left\{ T(\mathbf{x}^i) - \theta_1 \right\},
\]
it can be seen that \(T(\mathbf{x}^i)\) is the traditional MLE for \(\theta_1\) which achieves the Cramér–Rao lower bound and is unbiased as well. Then we have
\[
\frac{\partial \ln \text{WL}}{\partial \theta_1} = \sum_{i=1}^{m} \lambda_in_i D_1(\theta_1) \left\{ T(\mathbf{x}^i) - \theta_1 \right\},
\]
and so the WLE is given by \(\hat{\theta}_1 = \sum_{i=1}^{m} w_i T(\mathbf{x}^i)\), where \(w_i = n_i \lambda_i / \sum_{i=1}^{m} \lambda_i n_i\).

**Proof of Theorem 3.** From (9), the WLE satisfies
\[
\sum_{i=1}^{m} \lambda_i n_i \left\{ A'_1(\theta_1) T(\mathbf{x}^i) + B'_1(\theta_1) \right\} = 0,
\]
which implies
\[
A'_1(\theta_1) \left\{ \sum_{i=1}^{m} t_i \lambda_i T(\mathbf{x}^i) \right\} + B'_1(\theta_1) = 0,
\]
where \(t_i = n_i / \sum_{i=1}^{m} \lambda_i n_i\). Therefore the WLE of \(\theta_1\) takes the form
\[
\hat{\theta}_1 = g \left\{ \sum_{i=1}^{m} w_i T(\mathbf{x}^i) \right\},
\]
where \(w_i = n_i \lambda_i / \sum_{i=1}^{m} \lambda_i n_i\).
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